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Abstract—The considerable increase in computation of the optimal control problems has in many cases overflowed the computing capacity available to handle complex systems in real time. For this reason, alternatives such as parallel computing are studied in this article, where the problem is worked out by distributing the tasks among several processors in order to accelerate the computation and to analyze and investigate the reduction of the total time of calculation the incremental gradually the processors used in it. We explore the use of these methods with a case study represented in a rolling mill process, and in turn making use of the strategy of updating the Phase Finals values for the construction of the final penalty matrix for the solution of the differential Riccati Equation. In addition, the order of the problem studied is increasing gradually for compare the improvements achieved in the models with major dimension. Parallel computing alternatives are also studied through multiple processing elements within a single machine or in a cluster via OpenMP, which is an Application Programming Interface (API) that allows the creation of shared memory programs.
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Resumen—El considerable aumento en el cómputo de los problemas de control óptimo ha desbordado en muchos casos la capacidad de computación disponible para manejar sistemas complejos en tiempo real. Por esta razón, en este artículo se estudian alternativas como la computación paralela, donde el problema se resuelve distribuyendo las tareas entre varios procesadores para acelerar el cómputo y para analizar e investigar la reducción del tiempo total de cálculo incrementando gradualmente los procesadores utilizados en él. Exploramos el uso de estos métodos con un estudio de caso representado en un proceso de laminación, y a su vez haciendo uso de la estrategia de actualización de los valores de las fases finales para la construcción de la matriz de penalización final para la solución de la ecuación de Riccati diferencial. Además, el orden del problema estudiado va aumentando gradualmente para comparar las mejoras logradas en los modelos de mayor dimensión. También se estudian alternativas de computación paralela a través de múltiples elementos de procesamiento dentro de una sola máquina o en un clúster mediante OpenMP, que es una Interfaz de Programación de Aplicaciones (API) que permite la creación de programas de memoria compartida.
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I. Introduction

Parallel computing involves multiple processors (cores) or computers that work as a group to perform tasks. Each core can work on one part of the problem and share information with other processors at varying intervals. In general, it is applied to solve problems that involve a lot of time to get your solution, some related to CFD (Computational Fluid Dynamics), weather prediction, solid materials modeling, dynamics and structural mechanisms, metal casting, among others. In [1] are study FEM (Finite Element Method) applications oriented to CFD problems running in a Beowulf cluster. Parallel architectures have been classified in microcomputers, minicomputers, mainframe and supercomputer [2]. Therefore [3] exposed the Flynn's classification, or others based on memory arrangement and communication between PE (Processing Elements), or PE connections and memory modules, or in natural PE features, and finally, some specific types of parallel architecture. Those based on memory arrangement can be classified as: (i) processors with shared memory, or (ii) processors with distributed or local memory.

In shared memory processors in which there are several individual processors and a common memory, each one of them has access to any variable stored in the common memory, i. e. all processors use the same address space: this is the case of computers of coarse granulation like Cray YMP, Cray C90, among others. In distributed processors or local memory, however, each processor has its own private memory, and in this case the address space is not common: all addresses are local and refer to the processor space itself. This case is characteristic of fine-grained memories such as hypercubes, 2D and 3D meshes, trees and clusters [4].

The way to program in parallel computers depends highly on the manner the processors access the memory. In shared memory is widely used the application programming interface OpenMP [5]. For the implementation of parallel programming strategies, it is analyzed in the context of the LQR problem to be used in control problems. The LQR is probably the most studied and used problem in the literature of optimal control. On the other hand, the Hamiltonian formalism has been central in the development of the modern theory of optimal control [6], [7], [8], [9], [10]. The problem of the quadratic linear regulator of finite horizon $n$–dimensional with unmounted controls leads to $2n$ ordinary differential equations. There are well known traditional methods to solve this problem of border conditions, sometimes transforming it into a system of initial conditions by introducing certain additional mathematical objects [11], [12]. For the linear quadratic regulator with infinite-horizon or for bilinear-quadratic regulator there are also some tries to find the missing initial condition for the costate variable from the data of each particular problem, whereas in turn allows to integrate the Hamiltonian equations on-line with the related control system [13].

A the restricted-control context may lead to irregular intervals (non-regular optimal control problems), where the solution to the control problem is not analytically available and not standard recipes [7], [14], [15], [16], [12], [17]. Since the early sixties, the Pontryagin Maximum Principle (PMP) has been the conventional theoretical setting to treat such non regular situations. To solve the constrained LQR one takes advantage of certain mathematical relationships that exist between the PMP and the Hamiltonian formalism. The underlying theoretical results [18], [19], [20], are the basis of this article. The treatment can be paraphrased as follows: in general, the optimal solution of a 'simple' LQR problem with bounded controls is the saturation of the solution of another unrestricted LQR, this last problem with the same dynamics and the same cost function as the original, but with different initial conditions and subject to a final quadratic penalty with final penalty matrix different from the original matrix. In this context, a 'simple' LQR problem is called when has a single regular period.

In [21], strategies were developed “off-line” and “on-line” (based on the gradient method) to detect the 'news' initial conditions $\bar{x}_n$ and the final penalty matrix $\bar{S}$. Algebraic formulas were given here to calculate the partial derivatives of cost with respect to $\bar{S}$ and $\bar{x}_n$, with the main aim of avoiding the numerical integration of states trajectory, control and/or cost, and lower computational effort.

The main contribution of this article is the use of parallel programming strategies to reduce the total computation time and analyze the improvements obtained by gradually increasing the order of the model studied in the rolling mill process. It is achieved that the time of calculation of the algebraic formulas for calculate the partial derivatives with respect to the new parameters are obtained in smaller times allowing the total reduction. The search for these parameters instead of the originals used in [21], implied in themselves a significant reduction in the dimension of the unknowns and therefore a decrease of the computational effort, when adding the strategies of parallel computing for shared memory allowed to make a treatment of the system increasing its dimension.
This scheme update similarly the \((\rho, \mu)\), and also the times of “switching” \(\tau_i\) where the control is bounded, while the total cost is reduced by the gradient method \([22], [23], [5]\). In general, it is expected that the solution producing the method will be suboptimal, although in some cases it is possible to achieve the optimal solution numerically.

This work is then as a complement to the scheme for obtaining control \([19], [20]\), and in some ways can be thought of as an alternative to sophisticated programming approaches \([24]\), which depend on the discretization adopted in time and space.

II. Regular LQR Optimal Control Problem

The classical solution to the optimal control problem for linear systems, the finite-horizon, time-constant formulation of the LQR problem with free final states of dimension \(n\) and unconstrained controls attempts to minimize the (quadratic) cost as (1):

\[
J(u) = \int_0^{t_f} \left[ x'(t)Qx(t) + u'(t)Ru(t) \right] dt + x'(t_f)Sx(t_f)
\]  

(1)

With respect to all the admissible (here piecewise-continuous) control trajectories \(u: [0, t_f] \rightarrow \mathbb{R}^m\) of duration \(t_f\). The control strategies affect the \(\mathbb{R}^n\)-valued states \(x\) through some initialized, autonomous, linear dynamical constraint of the type (2):

\[
\dot{x} = Ax + Bu
\]  

(2)

Where the “control" \(u(t)\) (It is understood as a trajectory of vectors \(\mathbb{R}^m\)) which influences the variables to be controlled or “states” of the system (represented by \(x\), where \(x(t)\) is a vector of the Euclidean space \(n\)-dimensional denoting by \(\mathbb{R}^n\) for each \(t\)).

The matrices in (1), (2) are assumed to have the following properties: \(Q \geq 0\) and \(S \geq 0\) are positive semi-definite \(n \times n\) matrices, \(R > 0\) is \(m \times m\) and positive definite, the dimensions of \(A\) is \(n \times n\), with \(B\) is \(n \times m\), and the pair \((A, B)\) is controllable. The objects concerning the functional are of the type (3), (4):

\[
L(t, x, u) = x'Qx + u'Ru
\]  

(3)

\[
K\left(x(t_f)\right) = x'(t_f)Sx(t_f), t_f < \infty
\]  

(4)

Where \(L\) is known as the ‘Lagrangian’ \(L\) of the cost and \(K(x(t_f))\) represents a final penalty. With these conditions, the Hamiltonian of the problem \(H(t, x, \lambda, u)\) is expressed as in (5):

\[
H(t, x, \lambda, u) = L(t, x, u) + \lambda'f(t, x, u)
= x'Qx + u'Ru + \lambda'(Ax + Bu)
\]  

(5)
And is seen as a mapping function $[t_0, t_f] \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}$. Assuming the regular Hamiltonian $H(t, x, \lambda, u)$ & i.e. differentiable with respect to $u$ for each pair $(x, \lambda)$ in the condition $\partial H/\partial u = 0$, the optimal control problem occurs when $u$ takes the explicit control value according to (6).

$$u^0(t, x^*(t), \lambda^*(t)) = u^*(t) = -\frac{1}{2} R^{-1} B' \lambda^*(t) \quad (6)$$

Which is usually called ‘the $H$-minimal control’. Finding the optimal control for a regular problem [7], [25], [12] requires to solve the two-point boundary-value problem known as the ‘Hamiton Canonical Equations’ (HCEs), defined as (7) and (8) (see [9] for general problems and [12], p. 406 for the case with free final state).

$$\dot{x} = \left(\frac{\partial H^0}{\partial \lambda}\right)'(x, \lambda) \triangleq F(x, \lambda); x(0) = x_0 \quad (7)$$

$$\dot{\lambda} = -\left(\frac{\partial H^0}{\partial x}\right)'(x, \lambda) \triangleq -G(x, \lambda); \lambda(t_f) = \frac{\partial \mathcal{K}}{\partial x}(x(t_f)) \quad (8)$$

Which define a system of ordinary differential equations of dimensions $2n$, where $0(x, \lambda)$. The Equation (9) is called the ‘minimized Hamiltonian’, stands for:

$$\mathcal{H}^0(x, \lambda) = \mathcal{H}(x, \lambda, u^0(x^*(t), \lambda^*(t))) \quad (9)$$

The optimal trajectories of the state and costate are solutions of the Hamiltonian canonical equations in the phase space given by (7), (8). for this case un particularly of the LQR problem, if the optimal Hamiltonian is given by (9), the result would be (10), (11):

$$\dot{x} = Ax + Bu^0(x, \lambda) = Ax - \frac{1}{2} W \lambda \quad (10)$$

$$\dot{\lambda} = 2[\dot{P}(t) x + P(t) \dot{x}] = -2 Q x - A' \lambda \quad (11)$$

Where $W \triangleq BR^{-1} B'$

The solution in feedback form to the unrestricted regular problem, is based in turn on the solution of $P()$ ‘Riccati Differential Equation’ (RDE) showed in (12):

$$\dot{P} = PW(t) P - PA - A' P - Q \quad (12)$$
With the final boundary condition $P(t_f) = S$. By combining (6) with the optimal solution (8), the control action in open-loop of (13) (depend of system co-states) becomes an equation with state dependence:

$$u^*(t) = -R^{-1}(t)B'(t)P(t)x^*(t)$$

Equivalently to the equation (13), the optimal feedback law in the regular case is (14):

$$u_f(t, x) = -R^{-1}B'P(t)x$$

When the manipulated variable values are restricted, then the global regularity of the Hamiltonian cannot be guaranteed. An alternative search for the optimal control strategy is necessary.
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The Hamiltonian matrix for the original problem with the invariant time is given in (15):

$$H = \begin{pmatrix} A & -W/2 \\ -2Q & -A' \end{pmatrix}$$

And the associated fundamental matrix (16):

$$U(t) = e^{-Ht}$$
The matrix \( U(t) \) is the dimension \( 2n \times 2n \). It will be partitioned into 4 sub-matrices as shown by (17):

\[
\begin{pmatrix}
U_1(t) & U_2(t) \\
U_3(t) & U_4(t)
\end{pmatrix} = U(t)
\]  

(17)

In previous results of LQR problem in the Hamiltonian form [25], [8], [26], [12] other mathematical objects appear which will be useful in understanding of the restricted solution, i.e. the matrices \( \alpha(t_f, S) \) and \( \beta(t_f, S) \) (18), (19). These two auxiliary matrices are defined as:

\[
\begin{pmatrix}
\alpha(t_f - t, S) \\
\beta(t_f - t, S)
\end{pmatrix} = U(t_f - t) \begin{pmatrix}
I \\
2S
\end{pmatrix}
\]  

(18)

\[
\begin{pmatrix}
\alpha(t_f, S) \\
\beta(t_f, S)
\end{pmatrix} = U(t_f) \begin{pmatrix}
I \\
2S
\end{pmatrix}
\]

\[
= \begin{pmatrix}
U_1(t_f) + 2U_2(t_f)S \\
U_3(t_f) + 2U_4(t_f)S
\end{pmatrix}
\]  

(19)

The matrices allow us to calculate, the solution \( P(\cdot, t_f, S) \) ‘RDE0 through the expression (20) [8].

\[
P(t, t_f, S) = \frac{1}{2} \beta(t_f - t, S) [\alpha(t_f - t, S)]^{-1} vt \in [0, t_f]
\]  

(20)

The matrices \( \alpha, \beta \) are associated to the boundary conditions of the HCEs by the relations expressed (21).

\[
x(t_f) = \alpha(t_f, S)^{-1} x(0),
\]

\[
\lambda(0) = \beta(t_f, S)x(t_f),
\]

\[
\lambda(t_f) = 2Sx(t_f).
\]  

(21)

### III. Bounded control and the Pontryagin principle

In the most of practical applications the manipulated variable in can only assume a bounded set of values [27], [28], [29]. The expression ‘manipulated’ indicates that an instrument or a person assigns a value to a signal generated by physical means also named ‘input’, and therefore this value can only take that physically realizable, in some cases how in the amount of fuel supplied to a motor, temperature, current, voltage, among others, cannot take arbitrary values. The manipulated variable ‘\( u^0 \) can move inside and on the boundary of some bounded subset of a metric space \( M \subseteq \mathbb{R} \) (22). Fig. 1 shows the saturation of the manipulated variable for \( m = 1 \).
The qualitative features of optimal control solutions to bounded problems are significantly different from those of unbounded ones [7], [18], [30], [9]. Problems with bounded in the control variable are treated in this article with the intention of exploiting theoretical results exposed in [18], [19], [20]:

In [19] a strategy is used to work with linear problems when you have constraints on the manipulated variable through the so-called phantom problem based on the approximation of unknown parameters, in [31] the problem is extended to work with non-linear systems.

The generation of sub-optimal control strategies based on the approximation of unknown parameters \( \bar{S}, \bar{x}_0 \) has been recently published in [18]. In [21] algebraic formulas are used to calculate the partial derivatives of the total cost with respect to the coefficients of the matrix \( \bar{S} \) and initial conditions \( \bar{x}_0 \), without the need to generate state trajectories or evaluate the cost. In this case, the number of variables to be updated was \((n + 3)/2\), which for applications of great dimension can be impractical. In [19], [20] it was possible to reduce the number of unknowns by focusing on updating the final phase values \( \rho \), \( \mu \) for the construction of the final penalty matrix \( S \), passing in this case to update \( 2n + 2 \) variables, still avoiding the ODEs numerical integration, as in the presented results of [21]. A direct consequence is the reduction of computational effort required to minimize the total cost. This article seeks to take advantage of the reduction of the computational effort obtained in [19], [20], and also reduce the total computation times for the calculation of the numerical strategy achieving reach at least sub-optimal results, all through parallel processing with the parallel programming model for shared memory OpenMP [32].

A. Control Seed through the Unbounded Final Phase Values and Auxiliary Objects

The following type of feedback control laws (23) for a regular interval, will be frequently used in the sequel to obtain the sub-optimal control of the problem

\[
\bar{u}(t) = \begin{cases} 
  u_{\text{min}}, & \forall t \in [0, \tau_1) \\
  -R^{-1}B'P(t, \rho, \mu)x(t), & \forall t \in [\tau_1, \tau_2) \\
  u_{\text{max}}, & \forall t \in [\tau_2, T_f] 
\end{cases}
\]  

(23)

Where \( \bar{u}(t) \) is an abbreviated notation for \( \bar{u}_{\text{seed}}, \rho, \mu, \tau_1, \tau_2(t) \), which will be used to indicate that the feedback law is associated to the parameters \( \rho, \mu, \tau_1, \tau_2 \). The strategy proposes variations of the final states (final conditions) \( \rho \) and \( \mu \) in such a way that the matrix \( \bar{S}_0 \to \bar{S} \). The approach should take into account the following considerations:

- The initial matrix \( \bar{S}_0 \) of \( n \times n \) will be constructed from the optimal state and the costate trajectories of the unconstrained problem (1), (2) by applying the feedback (14). The costate verifies at that and then by denoting \( \rho_{\text{seed}} = x(t_f), \mu_{\text{seed}} = \lambda(t_f) \), the seed matrix \( \bar{S}_0 \) is defined as (24):

\[
\bar{S}_0 = \frac{1}{2} \frac{\mu_{\text{seed}} \rho'_{\text{seed}}}{\rho_{\text{seed}}' \mu_{\text{seed}}}
\]  

(24)

- A ‘seed’ strategy is taken to start the iterative method below as in (25), namely:
The state trajectory corresponding to the control \( u_{\text{seed}} \) and starting at \( x_0 \), i.e., \( x_{\text{seed}} \), will be denoted as \( x_{\text{seed}} \).

From the seed control and state trajectories simulated for the new final matrix \( \hat{S}_0 \), the first values are obtained for the saturation times \( \tau_1, 0 \leq \tau_2, 0 \) can be detected if they exist.

- \( P(t, \rho, \mu) \) is the solution to the RDE (12), with final condition \( P(t_f) = \hat{S} \). The following identity will also be used (\( \eta = \rho \) or \( \mu \)) from (20) is obtained (26):

\[
\frac{\partial P(t, \eta)}{\partial \eta} = \frac{\partial}{\partial \eta} \left[ \frac{1}{2} \hat{P}(t, \eta) \left[ \alpha_\eta(t_f - t, \eta) \right]^{-1} \right]
= \frac{1}{2} \left[ \beta_\eta \alpha^{-1} - \beta \alpha^{-1} \alpha_\eta \right] (t_f - t, \eta)
= \frac{1}{2} \left[ \beta_\eta - 2 \hat{P}(t, \eta) \alpha_\eta \right] \alpha^{-1}
\]

Where \( \alpha, \alpha_\eta = \partial \alpha(\rho, \mu) \), \( \beta_\eta = \partial \beta(\rho, \mu) \) should be evaluated at \( (t_f - t, \rho, \mu) \), and from (17), (19), the partial derivatives \( \alpha_\eta, \beta_\eta \) result in (27).

\[
\alpha_\eta = 2 U_2 \frac{\partial \hat{S}}{\partial \eta}, \beta_\eta = 2 U_4 \frac{\partial \hat{S}}{\partial \eta}
\]

1) The partial derivatives of the cost

Previous results [18] indicate that the optimal control \( u'(\cdot) \) for the original problem can be obtained by saturating the optimal control \( \hat{u}(\cdot) \) corresponding to the unrestricted problem (phantom system). But actually it is not necessary to determine the whole \( \hat{u}(\cdot) \) trajectory since we know it saturates outside \( I = [\tau_1, \tau_2] \), and also we know the values that \( \hat{u}(\cdot) \) assumes for \( t \notin [\tau_1, \tau_2] \). So it is enough to calculate \( \tau_1, \tau_2 \) and \( \hat{P}(\cdot) \), for \( t \in I \) to define the whole \( u^*(\cdot) \) strategy.

It is known that the total cost \( J(\bar{u}) \) is differentiable as a function of the variables \( (\rho, \mu, \tau_1, \tau_2) \) [33]. It is time-partitioned here for convenience into 4 parts according to (28).

\[
J(\rho, \mu, \tau_1, \tau_2) = J_1 + J_2 + J_3 + J_4
\]

Where \( J_1 \) (29) accounts for the trajectory cost associated with the saturation period \([0, \tau_1]\), \( J_2 \) (30) with the regular interval \([\tau_1, \tau_2]\), \( J_3 \) (31) with \([\tau_2, t_f]\), and \( J_4 \) (32) measures the final penalty. Consequently, the partial costs are:
The derivatives $D_\eta$ with respect to the variables $\rho$ and $\mu$ (denoted by the variable $\eta$), and switching times $\tau_1$ and $\tau_2$ are obtained as [19], [20], and are expressed as (33).

$$D_\eta J_1, D_\eta J_2, D_\eta J_3, D_\eta J_4$$

The Equation (34) for the switching time $\tau_1$:

$$D_\tau J_1, D_\tau J_2, D_\tau J_3, D_\tau J_4$$

And for the switching time $\tau_2$ (35) so that:

$$D_\tau J_1, D_\tau J_2, D_\tau J_3, D_\tau J_4$$

The partial derivatives of costs with respect to the Final Phase values $\rho$ and $\mu$ referenced (33) have intrinsically involved the variations of the RDE represented (26) [19], [20], The partial derivatives of $P$ can be calculated (26)-(27), giving (36) and (37):

$$\frac{\partial \delta_{kl}}{\partial \rho_i} = \frac{1}{2} \left( \mu_k \mu_l - \frac{\mu_i}{\rho' \mu^2} \right)$$

$$(33)$$

$$(34)$$

$$(35)$$

$$(36)$$

$$(37)$$
Where $Z_{jk}$ is given according (38):

$$Z_{jk}(kl) = \begin{cases} \frac{\partial \mu_k}{\partial \mu_j} & \text{si } k = l = j \\ \mu_k & \text{si } l = j \& k \neq j \\ \mu_l & \text{si } k = j \& l \neq j \\ 0 & \text{si } k \neq j \& l \neq j \end{cases}$$

(38)

2) **Updating the parameters**

First approximations $\tau_{1,0}, \tau_{2,0}$ to the optimal saturation points $\tau_1, \tau_2$ become available after simulating the state trajectory $x_{\text{seed}}$ as described (III-A). For $t \in [0, t_f]$ the control is set to (39):

$$\hat{u}_0(t) \equiv u_{\text{seed}}(t)$$

(39)

The parameters $(\rho, \mu, \tau_1, \tau_2)$ are then updated to construct successive control strategies $\hat{u}_j$; with $j = 1, 2, \ldots$ seeking to decrease the value of the total cost as shown (40):

$$J(\hat{u}_{j+1}) \leq J(\hat{u}_j) \leq \cdots \leq J(\hat{u}_{\text{seed}}); \ j = 1, 2, \ldots$$

(40)

Using the gradient method (41), (42):

$$\begin{align*}
\rho_j &= \rho_{j-1} - \gamma_j \frac{\partial J}{\partial \rho}(\rho_{j-1}, \mu_j, \tau_{1,j}, \tau_{2,j}) \\
\mu_j &= \mu_{j-1} - \gamma_j \frac{\partial J}{\partial \mu}(\rho_{j-1}, \mu_{j-1}, \tau_{1,j}, \tau_{2,j}) \\
\tau_{1,j} &= \tau_{1,j-1} - \gamma_j \frac{\partial J}{\partial \tau_1}(\rho_{j-1}, \mu_{j-1}, \tau_{1,j-1}, \tau_{2,j}) \\
\tau_{2,j} &= \tau_{2,j-1} - \gamma_j \frac{\partial J}{\partial \tau_2}(\rho_{j-1}, \mu_{j-1}, \tau_{1,j}, \tau_{2,j-1})
\end{align*}$$

(41), (42)

Until the final phase values converge or a practical stop decision is made. The value of $\gamma_j$ is a positive small number real, that measuring the portion of the gradient vector to be applied in each iteration, selected and tuned by the user.

Other sophisticated versions of the gradient method such as the method of Fletcher and Reeves [22], [23], corresponding to the conjugate search directions are calculated sequentially starting from (43):
With $r$ denoting the parameters involved ($\rho$, $\mu$, $\tau_1$, $\tau_2$), and $r^0$ contains their seed values. $s^0$ is the initiating search direction and $\nabla$ is the (row) gradient operator. The updating equation for the search direction (prescribed by this technique) is according (44).

$$(43) \quad s^0 = -\nabla f(r^0)$$

$$s^{j+1} = -\nabla f(p^{j+1}) + s^j \frac{\nabla f(p^{j+1})}{\nabla f(p^j)} \nabla f(p^j), \quad j = 1, 2, ... \quad (44)$$

And the updating of parameters is conducted as follows (45):

$$(45) \quad (\rho, \mu, \tau_1, \tau_2)_{j+1} = (\rho, \mu, \tau_1, \tau_2)_j + \gamma_j s^j$$

IV. Parallel computing through programming shared memory use OpenMP

OpenMP (Open Multi-Processing) is an Application Programming Interface (API) that supports multi-platform shared memory multiprocessing programming, whose feature is based on facilitating parallel programming of shared memory in multi-core machines. OpenMP is not itself a programming language, it corresponds to a library that can be added to languages like C, C++ or Fortran to describe how the work can be distributed among the threads that are executed in the different processors or cores available.

The API is designed to allow incremental approximations to parallelize existing code, in which parts of a program are paralleled, probably following a logical sequence for it.

To work with OpenMP, you must initially open a parallel region consisting of a block of code executed by multiple processors simultaneously. Parallelization through sections and loops is referred to as a shared workspace construction and these must be within a parallel region respectively in which all processors find the statement together or none of them. In Fig. 2 shows how the works are distributed in the processors when the parallel region is started and the union and synchronization of the same when finished.

![Fig. 2. Fork and Join model. Source: Authors(s).](image)
A. Coding Programming by Sections

This type of parallelism is done by means of individual blocks of code, which are distributed on all the processors available, or according to the sections or areas that are to be parallelized. The functionality is then to do the distribution of independent work units. The syntax for encoding sections in C/C++ is as follows:

```
#pragma omp parallel [clause(s)]
{
    #pragma omp sections
    {
        #pragma omp section
        {
            <codeblock 1>
        }
        #pragma omp section
        {
            <code block 2>
        }/*-- end of section --*/
        .
        .
        }/*-- end of sections --*/
    }/*-- end of parallel region --*/
```

B. Coding Programming by Loops for

To use this type of parallelization, loop construction causes the next loop iterations to run in parallel. At runtime, the loop iterations are distributed through the processors. The functionality of this is to distribute the processors over the iterations involved in the programming. The syntax for encoding loops ‘for’ in C/C++ is:

```
#pragma omp parallel [clause(s)]
{
    #pragma omp for
    {
        <codeloop for>
    }/*-- end for --*/
    }/*-- end of parallel region --*/
```

V. Application and numerical results. A typical linearized model situation: the rolling mill.

The case-study models a rolling mill process as described in [21], [34], led to the form of an invariant linear control system [19] (46).

\[
\dot{x} = Ax + Bu
\]  

(46)

Where the \( n \times n \) matrix \( A \) and the column \( n \)-vector \( B \) take the form according (47) and (48).
with all remaining elements equal to 0

\[ A = (a_{i,j}) = \begin{cases} \frac{V_0}{h} - a, a_{i,i+1} = -\frac{V_0}{h} \\
\text{with } i = 1, \ldots, n-1 \\
a_{n,n-1} = \frac{V_0}{h}; a_{nn} = -(a \pm \frac{V_0}{h})' \\
\text{all remaining elements equal to 0} \end{cases} \tag{47} \]

\[ B = (b_i) = \left[ \frac{a}{V_0} (\theta_{e} - \theta_{a}) \exp(-a z_i/V_0); i = 1, \ldots, n \right] \tag{48} \]

The following values for the parameters determined by (49) were investigated.

\[ V_0 = h = 1; a = 1.001 \tag{49} \]

The discretized, ODE version (46) was numerically confirmed to be an acceptable approximation [21]. The initial state \( x_0 = x(0) \) used for simulation of the system defined by (46)-(48) was as in (50).

\[ x_i(0) = 100; i = 1, \ldots, n \tag{50} \]

With the following values for the reference temperatures giving (51) (in °C):

\[ \theta_{e} = 20, \theta_{b} = 700 \tag{51} \]

The cost objective function or index of the LQR problem was assigned the following parameters (52).

\[ t_f = 0.5, Q = 0.05I_n, R = 100, S = 15I_n \tag{52} \]

With \( n = 10 \).

The bounds imposed on control values were chosen here as in (53).

\[ [u_{\text{min}}, u_{\text{max}}] = [-1.8, -0.8] \tag{53} \]
Just to illustrate a case where the costs of the unrestricted problem and the first approximation to the restricted one (the 'seed') are different enough to justify looking for better approximations and to obtain a significant cost reduction through the implementation of the method. Indeed, the seed trajectory was calculated by applying (25), from which the initial switching times were detected: \( \tau_{1,0} = 0.0413, \tau_{2,0} = 0.0865 \), and the total cost resulted \( J_{\text{seed}} = 1.1316 \times 10^6 \), while the unbounded cost was \( J_{\text{unbounded}} = 4.3338 \times 10^5 \).

Fig. 3 the seed control trajectory (dotted line) and its evolution towards the optimal control (solid line) are illustrated, also the optimal unbounded control (discontinued line). In this case-study, the optimal control corresponds to the maximum value applied over the entire time horizon, mainly due to the high values assigned to \( R \) and \( S \) in the original formulation of the cost, the optimal control resulted \( u^*(t) = -0.8 = u_{\text{max}} \forall \ t. \)

The optimality of the obtained control trajectory \( u^*(t) = -0.8 = u_{\text{max}} \forall \ t. \) was checked by calculating:

(i) the solution to the Hamiltonian equations (7), (8), backwardly from \( (\rho^*, \mu^*) \), which reproduced the initial state condition, and (ii) the Hamiltonian along the trajectory, which resulted in \( H(x^*(t), \lambda^*(t), u^*(t)) \equiv 2.2191 \times 10^6 \), constant as expected.

The final values for the switching times are: \( \tau_1 = -0.0198, \tau_2 = -0.0028 \), these negative values prove the loss of the regular period.

A. Parallel Computing for the Rolling Mill process

To perform the operations involved in the proposed method, the Armadillo library was used [35], is a high-quality library for linear algebra operations in language C++.

The problem was worked on shared memory, and tests were performed both by parallelizing sections and by parallelizing loops.
1) Program Parallelization Through Sections

To work on improving the approximation achieved with the rolling mill process (section V) is used different dimensions of the model, where several spatial discretizations were carried out gradually increasing the dimensions of the same. Keeping the value of $L = 10$, the values of the dimensions $n$ and the discretization step $h$ were modified to obtain the different $x_i$, $a_{ij}$ and $b_i$.

Parallelization instructions are performed using OpenMP. The fractions of calculation that can be parallelized by working in this way are limited by the 4 derivatives of the corresponding cost $(J_1, J_2, J_3, J_4)$ according to each one of the variables involved, in the variable η synthesized (33), for switching times $\tau_1$ (34) and $\tau_2$ (35) respectively. Therefore, the portion of the program parallelized corresponds to a distribution by sections of each of them as described in the section IV-A, the ones that imply the greatest computational load are those corresponding to the calculate the final phase values. Therefore, is obtained a greater saving of calculation from its parallelization, in this case with a maximum of 3 sections, due to the value 0 in the derivative $D_{\eta}J_1$.

The results working with $p = 2$ locals processors can be seen in the Table I, with $t_1$ and $t_2$ given in seconds, where $\Delta t_{12} = t_1 - t_2$.

Fig. 4 shows the speedup and the total gain of time obtained to parallelize with $p = 2$ local processors, although a decrease of speedup is evidenced with the increase in the dimension $n$ of the problem that consequently leads to a decrease in the efficiency of the system when talking about a parallel architecture, the total calculation time is reduced considerably, precisely in view of the increase of the dimension.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Speedup</th>
<th>Total time gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>2.1</td>
<td>1.996</td>
</tr>
<tr>
<td>50</td>
<td>1.977</td>
<td>99.8%</td>
</tr>
<tr>
<td>100</td>
<td>1.878</td>
<td>93.89%</td>
</tr>
<tr>
<td>150</td>
<td>1.66</td>
<td>83%</td>
</tr>
<tr>
<td>200</td>
<td>1.52</td>
<td>76%</td>
</tr>
</tbody>
</table>

Table I. Measures by iteration of the parallel program with omp sections

Source: Author(s).

Fig. 4. Speedup and total gain for the final phase update problem with sections and locals processors $p = 2$. Source: Author(s).
2) Program Parallelization Through Loops

Program Parallelization through loops is performed on the partial derivatives of the final penalty matrix with respect to the final phase values involved (27), making for this a distribution of the vector elements that make up the final phase values \( \rho_i, \mu_j \) (36), (37). Therefore, the portion of the program parallelized corresponds to a distribution on the processors of the iterations of the Final.

3) Phase variables with the procedure described in section IV-B.

The results of parallelization working with diverse number of processors in the cluster (currently the cluster available in CIMEC is called ‘coyote’) and different dimension of the problem of \( n = 10, 20, 50 \) and 100. To run the program in the cluster it is necessary to create a job.

In the tables are presented the results obtained for the different dimensions, in the Table II for \( n = 10 \), in the Table III for \( n = 20 \), in the Table IV for \( n = 50 \) and in the Table V for \( n = 100 \).

The Table VI shows the total computation gain when applying parallel programming strategies on the program of updating the values of Final Phase for the different dimensions tested and also with increasing gradually the processors involved in the calculation.

<p>| Table II. |
| Measures by iteration of the parallel program with omp for in the cluster with ( n = 10 ) and ( T_1 = 80.9 ), the measures of time in seconds |</p>
<table>
<thead>
<tr>
<th>( p )</th>
<th>( t_2 )</th>
<th>( t_4 )</th>
<th>( t_6 )</th>
<th>( S_p )</th>
<th>( E_t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>41</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>99%</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>25</td>
<td>-</td>
<td>3</td>
<td>82%</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>-</td>
<td>16</td>
<td>5</td>
<td>82%</td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>17</td>
<td>61%</td>
</tr>
</tbody>
</table>

Source: Author(s).

<p>| Table III. |
| Measures by iteration of the parallel program with omp for in the cluster with ( n = 20 ) and ( T_1 = 165 ), the measures of time in seconds |</p>
<table>
<thead>
<tr>
<th>( p )</th>
<th>( t_2 )</th>
<th>( t_4 )</th>
<th>( t_6 )</th>
<th>( S_p )</th>
<th>( E_t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>84.5</td>
<td>-</td>
<td>-</td>
<td>2.0</td>
<td>97%</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>43.7</td>
<td>-</td>
<td>3.8</td>
<td>94%</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>-</td>
<td>35.8</td>
<td>4.6</td>
<td>77%</td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>27.6</td>
<td>75%</td>
</tr>
</tbody>
</table>

Source: Author(s).

<p>| Table IV. |
| Measures by iteration of the parallel program with omp for in the cluster with ( n = 50 ) and ( T_1 = 494 ), the measures of time in seconds |</p>
<table>
<thead>
<tr>
<th>( p )</th>
<th>( t_2 )</th>
<th>( t_4 )</th>
<th>( t_6 )</th>
<th>( S_p )</th>
<th>( E_t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>294</td>
<td>-</td>
<td>-</td>
<td>1.7</td>
<td>84%</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>198</td>
<td>-</td>
<td>2.5</td>
<td>63%</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>-</td>
<td>166</td>
<td>3.0</td>
<td>50%</td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>149</td>
<td>41%</td>
</tr>
</tbody>
</table>

Source: Author(s).
Table V.
Measures by iteration of the parallel program with OMP for in the cluster with $n = 100$ and $t_1 = 2011$.
The measures of time in seconds.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$t_2$</th>
<th>$t_4$</th>
<th>$t_6$</th>
<th>$t_8$</th>
<th>$S_p$</th>
<th>$E_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>1610</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.3</td>
<td>63%</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>1410</td>
<td>-</td>
<td>-</td>
<td>1.4</td>
<td>36%</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>-</td>
<td>1347</td>
<td>-</td>
<td>1.5</td>
<td>25%</td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1309</td>
<td>1.5</td>
<td>19%</td>
</tr>
</tbody>
</table>

Source: Author(s).

Table VI.
Total time gain in seconds when parallelizing with OMP.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\Delta t_{12}$</th>
<th>$\Delta t_{14}$</th>
<th>$\Delta t_{16}$</th>
<th>$\Delta t_{18}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>40.1</td>
<td>56.1</td>
<td>64.4</td>
<td>64.3</td>
</tr>
<tr>
<td>20</td>
<td>80.1</td>
<td>120.9</td>
<td>128.8</td>
<td>137</td>
</tr>
<tr>
<td>50</td>
<td>199.7</td>
<td>296.1</td>
<td>327.9</td>
<td>345.1</td>
</tr>
<tr>
<td>100</td>
<td>401.1</td>
<td>601.5</td>
<td>664</td>
<td>702</td>
</tr>
</tbody>
</table>

Source: Author(s).

For the execution of the program, it is necessary to add the armadillo module, in the red box is marked the identifier of the assigned job (JOBID) after sending the program, to see the status of the run the following command is used:

$\$ squeue -l

The yellow box indicates the corresponding job, and it can be observed that it is working on the node 2 of the cluster with a single node (which is due to the job configuration), this node according to the cluster description has 8 processors.

Fig. 5. Speedup for the final phase update problem paralleled with loops for up to $p = 8$ processors.

Source: Author(s).
The Fig. 5 and Fig. 6 represent the speedup and efficiency achieved in the cluster, respectively. The time measurements taken in the cluster were superior to those taken locally, this is due to the use of the armadillo library, since the libraries in the cluster are usually not installed at the system level, because sometimes several versions are used simultaneously, for this reason, when compiling it is necessary to specify additional directories for the compiler to find the .h, .a y/o .so.

The results obtained when increasing several processors present significant improvements when the dimensions \( n \) is relatively low. By increasing the dimensions of the model (looking for more precision), although these improvements continue to be present in the total saving of calculation time, the efficiency of the parallel architecture decreases. These results are mainly due to the portion of code that is paralleled within the program: since this portion does not constitute a large amount of code or embrace the largest number of calculations, the improvements in time are due only to what can provide the parallelized part.

![Fig. 5](image1.png)

**Fig. 5.** The system speedup and efficiency achieved in the cluster.

![Fig. 6](image2.png)

**Fig. 6.** Efficiency of the parallel architecture for the final phase update problem parallelized with loops for up to \( p = 8 \) processors.

**Source:** Author(s).

![Fig. 7](image3.png)

**Fig. 7.** Total gain of calculation time due to the progressive increase in processors.

**Source:** Author(s).
VI. CONCLUSIONS AND PERSPECTIVES

For the problem of updating the Final Phase values studied [19], [20], explored and used OpenMP with a shared memory configuration, showing two strategies to parallelize the problem: (i) through the distribution by means of sections of the derivatives of cost with respect to the final values $\rho_i$, $\mu$ and the switching times $\tau_i$, and (ii) through the parallelization of the loops involved in the sweeps of the final phase values $\rho_i$, $\mu$ (36), (37).

It was evidenced in section V-A2 that for models in which the fraction of program that can be paralleled does not constitute a major part of the total problem, the improvements that can be obtained due to working with parallel computing are limited, and it is not possible to obtain better results even if they increase and use gradually more processors in the cluster.

When working with programs with different characteristics, the scalability plays a fundamental role, therefore the possibility of making use of the cluster for the solution of the LQR problem with final penalty in which several periods of saturation are presented, also allowing the distribution of calculation in the same ones, which would imply a greater computational load. Also, for the treatment of non-linear models [30], the use of parallel computing is more appropriate, since it can reduce processing times when simulating states and costates trajectories.
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